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ABSTRACT   

This paper proposes a new semi-automatic segmentation method for the prostate on 3D transrectal ultrasound images 
(TRUS) by combining the region and classification information. We use a random walk algorithm to express the region 
information efficiently and flexibly because it can avoid segmentation leakage and shrinking bias. We further use the 
decision tree as the classifier to distinguish the prostate from the non-prostate tissue because of its fast speed and 
superior performance, especially for a binary classification problem. Our segmentation algorithm is initialized with the 
user roughly marking the prostate and non-prostate points on the mid-gland slice which are fitted into an ellipse for 
obtaining more points. Based on these fitted seed points, we run the random walk algorithm to segment the prostate on 
the mid-gland slice. The segmented contour and the information from the decision tree classification are combined to 
determine the initial seed points for the other slices. The random walk algorithm is then used to segment the prostate on 
the adjacent slice. We propagate the process until all slices are segmented. The segmentation method was tested in 32 3D 
transrectal ultrasound images. Manual segmentation by a radiologist serves as the gold standard for the validation. The 
experimental results show that the proposed method achieved a Dice similarity coefficient of 91.37±0.05%. The 
segmentation method can be applied to 3D ultrasound-guided prostate biopsy and other applications.   

Keywords: prostate segmentation, random walk, decision tree, semi-automatic segmentation, 3D transrectal ultrasound 
image (TRUS). 
 

1. INTRODUCTION  
Prostate cancer is one of the major causes of cancer mortality in American men,1 three-dimensional (3D) transrectal 
ultrasound (TRUS) can provide 3D visualization of the prostate and relevant anatomical structures. Segmentation of the 
prostate in 3D-TRUS can have many applications in prostate diagnosis and therapy. Manual segmentation is time-
consuming and greatly relies upon the experience of the clinician. Automatic or semiautomatic segmentation can save 
time and improve the consistency.  

Three-dimensional prostate segmentation methods can be divided into four categories: contour based,2, 3 region 
based,4 classification based,5 and hybrid based methods.6-9 TRUS images are characterized by low contrast, speckle, 
micro-calcifications and imaging artifacts. The contour based methods which are dependent on reliable edge information 
may be adversely affected in the presence of shadow artifacts. Since the prostate is not uniform, the pure region based 
methods may produce an incomplete prostate region. The intensity heterogeneity and unreliable texture of the prostate 
gland make it challenging to implement the pure classification based 3D prostate segmentation. A hybrid method can 
incorporate the different types of algorithms and thus may maximize the advantage of each algorithm and minimize the 
limitation of each method, therefore it can improve segmentation performance. 
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In this paper, we introduce a hybrid algorithm combining the region and classification information for 3D 
segmentation of the prostate. We use a random walk algorithm to express the region information and use the decision 
tree as the classifier to achieve classification information. Their combination will improve the robustness of the 
segmentation.  

2. METHOD 
We propose a new semi-automatic segmentation method for the prostate in 3D TRUS images by using a classification 
based random walk algorithm. Its flowchart is illustrated in Fig. 1. The method includes two stages: the training and 
segmentation stages. In the training stage, we extract the features for each prostate and non-prostate pixel and train the 
decision tree. In the segmentation stage, we perform the 3D segmentation by segmenting the prostate slice by slice. For a 
new patient, based on user interaction, we segment the prostate on the mid-gland slice and obtain a two-dimensional 
(2D) prostate mask for that slice. We then use that mask, the classification information, and the random walk algorithm 
to automatically segment the prostate on the adjacent slice until all slices were segmented. The details of the two stages 
are described below.   

 
Figure 1. Flowchart of the random walk based segmentation. 

 

2.1 The Training Stage 

The training stage is to obtain a classifier for guiding the prostate segmentation. It consists of two components: feature 
extraction and classier training. Firstly, the features are extracted from each pixel. Then the feature of each pixel and its 
label (prostate or non-prostate) is used as the training data for training the model of the prostate. 
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Feature Extraction 

We choose the adaptive feature description to distinguish between the prostate and non-prostate pixels. We extract the 
three types of features for each pixel in the ultrasound images.   

1) The location information can indicate the possibility of the pixel belonging to the prostate. The location feature is 
represented by (x, y, z) coordinates of the pixel.  

2) The intensity information can reflect the local spatial variation in the boundary. The intensity feature is the 
intensity value of the pixel.  

3) The local binary patterns (LBP) 10 value is a highly discriminative texture descriptor and is insensitive to the gray 
scale change. The LBP feature is the LBP value encoded by comparing the values between the pixel and its surrounding 
neighbors.  

 

Classifier Training 

We train the classifier based on the three features as described above. A decision tree 11 is a tree which consists of a root 
node, several interior nodes, and leaf nodes. The objective of the decision tree algorithm is to grow the nodes into a tree 
by splitting the nodes based on the training samples and their labels, where the root node is the entire set of classes while 
the terminal nodes represent the final classification results. Since a decision tree classifier does not rely on any a priori 
statistical assumption, we utilize the decision tree algorithm as the classifier to identify the class (prostate or non-
prostate) for each pixel. 

 

2.2 The Segmentation Stage 

Segmentation of the Mid-Gland Slice 

The random walker algorithm 12 is an interactive segmentation method. It can complete the segmentation by computing 
the probabilities that unlabeled points first arrive at the seed points which are usually marked by the user. Hence, we 
initialize our algorithm with the user selecting the apex, mid-gland, and base slices and then marking six foreground 
(prostate) and background (non-prostate) points on the mid-gland slice. We then fit two ellipses based on these points to 
obtain more foreground and background points as seed points. Based on these seed points, we run the random walk 
algorithm to segment the prostate on the mid-gland slice and obtain the segmented mask.  
 

Segmentation on the Adjacent Slice  

To automatically segment the prostate on the other slices, the important step is to determine the seed points for the 
random walk algorithm. The user just marks the seed points on the mid-gland slice. For a more accurate location of seed 
points on the adjacent slice, we use the segmented mask on the last slice and the classification information on the current 
slice to determine the initial seed points. We assume that the difference between the shape and size of the prostate on the 
two adjacent images is not likely to be large. Hence, we use the dilation and erosion operations to expand and shrink the 
mask on the last slice to ensure that the foreground and background points on the last slice are still the foreground and 
background points on the current slice, respectively. After the dilation and erosion operations, we obtain the possibility 
of each pixel on the current slice belonging to the foreground and background. On the other hand, according to the 
decision tree classifier, we can compute the possibility of each pixel on the current slice belonging to the prostate and 
non-prostate. By combining them together, we can get the final probability of each pixel in a weighted-sum form. Let 
Pf1(i) and Pb1(i) be the probability of pixel i belonging to the foreground and background points according to the mask 
information, respectively, Pf2(i) and Pb2(i)  be the probability according to the classification result, and Pf (i) and Pb(i) be 
the final probability of being the prostate and non-prostate for pixel i, respectively, and they are computed by           

( ) ( ) ( )

( ) ( ) ( )
1 2

1 2

f 1 f 2 f

b 1 b 2 b

P i = w P i + w P i

P i = w P i + w P i
,                                                                     (1) 

where ԝ1 and ԝ2 are the weights assigned to the probability obtained by the segmented mask and classification 
information, respectively, and they are determined by  
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The NofD and NofAB means the absolute difference between the number of the current slice and the mid-gland slice, and 
the absolute difference between the number of the apex and base slice, respectively, and parameter Va, a coefficient to 
set a tradeoff between the impacts of the two factors, is determined by experiments. If we set Va to a minus value and 
NofD/NofAB must be a positive number of less than 1, we can get a decreasing function. We can say that the value of ԝ1 
is getting smaller with the increment of NofD, and the value of ԝ2 is getting bigger, that means the influence of the 
classification information becomes more important. 

Based on the seed points, we run the random walk algorithm for the 2D prostate segmentation and propagate the 
process from the middle to the base and apex of the prostate until all slices were segmented. Finally, we combine all the 
2D prostate masks to form a 3D segmented prostate and use a Gaussian function to smooth the 3D prostate.  

 

2.3 Evaluation 

The performance of the algorithm is evaluated by Dice similarity coefficient (DSC), Sensitivity (SE), specificity (SP) 
and false negative rate (FNR). Let S and G be the binary masks from our method and the manual segmentation by a 
radiologist, respectively. 

Dice similarity coefficient (DSC) is the relative volume overlap between S and G. The DSC can be computed as: 
             2

( ) ( )
TPDSC

FP TP TP FN
×

=
+ + +

 ,                                                            (3) 

where TP, TN, FP, FN is the number of true positives, true negatives, false positives and false negatives, respectively. If 
a prostate pixel can be classified as a prostate pixel correctly, we call it “true positive”. If a prostate pixel can be 
classified as a non-prostate incorrectly, we call it “false negative”. In the same way, “true negative” means that a non-
prostate pixel can be recognized into non-prostate correctly whereas “false positive” means that a non-prostate pixel is 
recognized into prostate incorrectly. 

Sensitivity (SE) and specificity (SP) are widely used in the medical image analysis, which are essentially two 
measurements of performance. Sensitivity measures the proportion of prostate pixels which are correctly identified as 
prostate while specificity measures the proportion of non-prostate pixels which are correctly identified as non-prostate. 
They are determined by: 

TPSensitivity
TP FN

TNSpecificity
TN FP

=
+

=
+

                                                                        (4) 

False negative rate (FNR) is an evaluation criterion of error detection. The FNR can be defined as the number of 
false negative voxels divided by the total number of the prostate voxels on the gold standard. It is computed by  

FNFNR
TP FN

=
+

.                                                                               (5) 

3. EXPERIMENT 

3.1 Databases 

We collected 32 3D transrectal ultrasound image volumes from patients who were clinically selected to undergo the 
prostate biopsy procedure. An end-firing 5–9 MHz TRUS transducer probe was used for the image acquisition. The 
voxel size of the image is 0.19×0.19×0.19 mm3. The size of the images is 448×448×350 voxels. The prostate was 
manually segmented by a radiologist slice by slice. We conducted leave-one-out style cross-validation experiments for 
the prostate segmentation. 
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3.2 Parameter Tuning 

We first tune the two parameters that were used in our approach by using segmentation experiments. The first parameter 
is the size of dilation and erosion. We tested 20 integers from 1 to 20 pixels to run the random walk algorithm for the 
segmentation of prostate. For each tested number, we used the segmented mask processed by dilation and erosion on the 
last slice to choose the foreground and background seed points, that means ԝ1 = 1 and ԝ2 = 0 in Eq. 1, and run the 
random walk algorithm for the prostate segmentation. The results are shown in Fig. 2. The best number is 4 based on the 
experimental results. This number was used in all the following experiments.  

   
(a)                                                                             (b)                                                          

Figure 2. The segmentation performance: (a) Dice similarity coefficient (DSC) and (b) False negative rate (FNR) for 32 
patients by testing 20 integers from 1 to 20 pixels for the size of dilation and erosion processing.  

The second parameter is the parameter Va in Eq.2, which is a coefficient to set a tradeoff between the impacts of the 
segmented mask information from the last slice and the classification information obtained from the classifier. We 
perform our method with ten different Va from -10 to -1 and record the results (Fig. 3). We choose the value of -4 for Va 
because it achieved the best performance.  

   
(a)                                                                             (b)   

Figure 3. The segmentation performance (a) Dice similarity coefficient (DSC) and (b) False negative rate (FNR) for 32 
patients by testing 10 negative integers from -10 to -1 for the parameter Va. 

                                                        
3.3 Experimental Results 

The Segmentation Performance on the Mid-Gland Slice 

We randomly choose one volume and manually mark six prostate and non-prostate points on the mid-gland slice in the 
coronal image. We then use the twelve points to fit the foreground and background ellipses. Based on the points in the 
ellipses, we run the random walk algorithm to obtain the boundary of prostate on the mid-gland slice. The process is as 
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shown in Fig. 4, where yellow and green points represent the prostate and non-prostate points, respectively, and the 
boundary marked in blue are obtained by our method and the smooth boundary marked in red is the gold standard from 
manual segmentation. The segmented boundaries are close to the ground truth and our method is effective. 

   
(a)                                                     (b) 

  
 (c)                                                   (d) 

Figure 4. Segmentation on the middle slice. (a)-(d) represent the original image, the image with marked points, the image 
with fitted ellipses, and the image with the segmentation result and the manual segmentation gold standard. 

 

Comparison with the other Methods based on the Random Walk   

In order to demonstrate the performance of our method, we compare it with the two segmented methods, which use the 
information of the mask on the pre-slice and classification information on the current slice, respectively, to determine the 
foreground and background seed points for the random walk based segmentation. We can call them M_mask and 
M_classification for short. In our experiments, we segmented the prostate for the 32 patients by using M_mask method, 
M_classification method and our method. The performance measurements recorded are shown in Table 1, where the 
numbers are described as mean and standard deviation of 32 prostate image volumes in percentage. From the table, the 
average DSC from our method is 91.37%, which is better than 74.87% from the M_mask and 78.87% from the 
M_classification. Our method had a lower FNR of 8.10% as compared to 31.61% and 39.67% of the other two methods. 
Our average sensitivity is the highest one. Although our specificity is not the best one, out method still achieved a high 
specificity of 99.17%. Fig. 5 shows the comparison results. Our method achieves better segmentation performance for 
most patients than the M_mask or M_classification method. 
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Table 1.  The performance of the M_mask metho, M_classification method, and our method 

 M_mask method M_classification method Our method 

DSC 74.87±0.03 78.87±0.62 91.37± 0.05 
SE 60.33±0.03 68.39±1.58 91.90±0.10 
SP 99.87±0.0003 99.41±0.02 99.17±0.002 

FNR 39.67±0.05 31.61±1.58 8.10±0.09 
 
 

  
(a)                                                                                 (b) 

  
(c)                                                                                 (d) 

Figure 5. The performance of the segmentation. (a) Dice similarity coefficient (DSC), (b) Sensitivity (SE) , (c) Specificity 
(SP) and (d) False negative rate (FNR) for the 32 patient data using the M_mask method, M_classification method, and our 
method. 

 

4. CONCLUSIONS 

In this paper, a random walk based segmentation algorithm has been proposed for the prostate on 3D ultrasound images 
for the first time. After being initialized on the mid-gland slice, this method can automatically segment the prostate on 
other slices by using the classification based random walk algorithm. The random walk method can avoid not only the 
discretization errors by formulating the segmentation on a graph but also the segmentation leakage and shrinking bias. 
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This method is initialized with only six seed points of the prostate and non-prostate on one slice, hence it may 
significantly reduce the labor as compared to manual segmentation. To overcome the limitation that random walk 
algorithms may be sensitive to the location of seed points, the proposed method incorporates the classification 
information obtained by decision tree classifier to automatically locate more accurately seed points on the other slices for 
a more accurate segmentation. This semi-automatic segmentation method can be used in 3D ultrasound-guided prostate 
biopsy and other applications. 
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